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Early work in augmented reality grew out of virtual reality research domains.
These initial augmented reality systems applied the same methods and
technology to solve what at first appeared to be a similar problem: correctly
render a scene of virtual objects as the user changes viewpoint in the world.
This is indeed similar for augmented and virtual reality systems.  In virtual
reality systems our sense of presence is primarily controlled by the degree to
which the visual stimulus presented corresponds to our kinesthetic senses.
Augmented reality systems have an additional performance constraint, that
being, the correct registration between the user’s view of the real scene and the
virtual objects augmenting it.  It is a more difficult task to maintain a compelling
sense of presence when there are discrepancies between these two visual stimuli.

It is no mystery to researchers working in the area that the core problem in
augmented reality is this accurate registration of the virtual computer generated
images with the user’s view of the real scene.  This is highlighted in most of the
papers in the literature [1-5].  A taxonomy for registration methods used by
augmented reality systems described in the literature is given in Table 1.  It is
based on whether the system uses position sensing to monitor user location in the
workspace and whether it requires calibration of the workspace and/or a video
camera viewing the scene.

The accuracy of registration is measured by both static and dynamic error
components.  Static registration error provides a lower bound on accuracy.  An
augmented reality system will never perform better than its static accuracy.  One
contribution to static error is the method used for measurement of the user’s
viewpoint.  In classic systems (assuming that the field is mature enough that
some systems would be considered classics)  viewpoint is measured by position
sensing with magnetic sensors, such as the Polhemus sensor.  Non-linearities in
the response of these sensors, due to the presence of large metal objects in the
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workspace, introduce a static registration error [4, 17].  Systems using a video
camera to view the scene require information about the camera’s parameters,
such as focal length, that are obtained via careful calibration procedures.  Any
errors in calibration will be reflected in static errors also. The primary
contributor to dynamic registration error is latency in the system [4].  This
latency comes not only from the time required to perform basic computational
steps but also latencies in position measurement and the time to obtain the next
frame of video in systems that incorporate cameras.

To achieve correct registration requires determination of the relationships
between multiple coordinate systems [2]: world, camera, virtual object.  Using
magnetic position sensors and metric calibration of cameras these coordinate
systems are referenced to a common world coordinate system defined as a
standard Euclidean coordinate system.  This has the advantage that the reference
system is easy to conceptualize and you can take out a tape measure and measure
locations in the world.  The downside is that you require this metric information
to compute the necessary relationships between coordinate systems.  A desire to
simplify the registration process by eliminating the need for this metric
information along with all position measurement and camera calibration
motivated much of my thesis work [16] in augmented reality at the University of
Rochester.  Augmented reality was a natural application of recent work in
computer vision research that extracted structure and motion from scenes using
uncalibrated cameras [18-20].

The technique of augmenting reality using affine representations relates all the
coordinate systems to a common non-Euclidean affine coordinate system.  The
definition of this coordinate system is obtained at runtime from the projections of
four non-coplanar feature points that are tracked through the video sequence.

Table 1 - Taxonomy for approaches to registration in augmented reality

Position Sensing
Camera and/or

Scene Calibration
Yes No

Yes Janin, et al [6]
Feiner, et al [7]

Rastogi, et al [8]
Tuceryan, et al [2]

State, et al [3]

Grimson, et al [9]
Mellor [10]

Hoff, et al [11]
Neumann and Cho [12]

No State, et al [13] Uenohara and Kanade [14]
Kutulakos and Vallino [15]

Vallino [16]
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One of the absolute beauties of this approach is the simplicity of the
mathematics.  An augmented reality system ultimately needs to compute the
projection matrix that the computer graphics camera uses to render the virtual
objects.  Using affine representations the projection matrix is created directly
from the projection of feature points in a video image.  Even after working
steadily in this environment for several years I am still amazed that it works as
well as it does.  At this point, one must ask the question: “Can this metric-free
method scale up and be viable for the long term such that it warrants continued
work?”  My answer would be a qualified yes.

This method definitely has its disadvantages.  One can argue that the simplicity
of computing the projection matrix is offset by the additional requirement of
tracking feature points in real time.  (Note that any augmented reality technique
based on computer vision methods [3, 10-12] has this additional requirement).
Tracking of arbitrary targets is still an open problem in computer vision
research.  If, however, you are willing to engineer your problem with regard to
the particular features being tracked, the technology is available for accurate
real-time tracking of feature points.  In my own work I engineered my
experiments to minimize the tracking problem by using color segmentation to
track features.  Moving to a more natural setting will require additional work on
the feature tracking subsystem.

This non-Euclidean method defines coordinates as the linear combination of
projections of feature points.  Since this coordinate system is only computed at
runtime apriori placement of virtual objects can not be performed.  Applications
operating in an unknown environment will, in general, be required to do runtime
placement of virtual objects and may be particularly well suited to this method.
The University of Rochester is investigating one such application. It is a military
or crime interdiction video surveillance and monitoring scenario, displayed in
Figure 1.  Here the system generates an augmented view of a scene in a
command and control center based on ground and aerial surveillance and
detection of common feature points.  One can also envision another scenario
where aerial surveillance is used to augment a ground-fighter’s view of a battle
scene.

Approximating the true perspective operation of a video camera with an affine
camera [19] introduces errors particularly when the distance from camera to
object diminishes.  This will cause the system to produce a static registration
error.  To mitigate this error the use of projective representations [21] should be
researched.  Affine representations have their place and have been found to
provide more accurate reprojection results for large object to camera distances
[22].  An adaptive technique that automatically switches to the most appropriate
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representation, as the camera moves or its lens is zoomed, may yield the best
results.

It should come as no surprise that an augmented reality system based on affine
representations is not immune to latency problems generating dynamic errors.  In
my system, I measured system latencies on the order of 70 to 90 msec. or 2 to 3
frames of video.  Without metric data or position sensing many of the
approaches [23] for minimizing errors due to latency can not be directly applied.
In my testing, I found that simple filtering and forward prediction applied
directly to the projection of the feature points in the image yielded marked
improvement in registration.   The results of this are shown in Figure 2.  The
mean Euclidean pixel error between a physical point moving in the scene and it’s
reprojected virtual point is shown on the Y axis.  The X axis is the number of
frames of forward prediction applied to the feature point locations assuming that
feature motion is modeled by constant velocity in the image.  The several plots
are for different filtering methods applied to the feature points for noise
reduction.  Across the board improvements were seen for 2 and 3 frame forward
prediction of feature point projections.  These results show that methods are
available for improving latency in a system using non-metric representations.
On the graphics side there are limitations with this method due to the nature of
the projection matrices computed.  In general, the affine projection matrix will
not be orthonormal.  For many standard computer graphic techniques, such as
lighting computations, an orthonormal system is a requirement.  If more
photorealistic rendering of the virtual objects is required then additional research
must be undertaken to determine the correct method to execute these computer
graphic algorithms in a common affine coordinate system.

Figure 1 - Video Surveillance and Monitoring Application
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Affine representations are one end of the spectrum of computer vision based
methods for implementing augmented reality systems.  Despite its disadvantages
it is an attractive method that has potential for certain applications.  Applications
that will work in an unknown environment where apriori calibration and
measurement will not be possible seem particularly well suited to the method.
Potential avenues of research activity exist to improve the performance of the
method.  So far there has been little work [3] that tries to integrate the different
methods for performing registration to optimize the overall result.  More
research activity in that area may yield synergies that are currently unknown.
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