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Abstract—Existing work on identifying security requirements relies on training binary classification models using domain-specific data sets to achieve a high accuracy. Considering that domain-specific data sets are often not readily available, we propose a domain-independent model for classifying security requirements based on two key ideas. First, we train our model on the description of weaknesses from the Common Weakness Enumeration (CWE) data set. Although CWE does not describe requirements, it describes security weaknesses that are manifestations of unrealized security requirements. Second, we exploit a one-class classification model that relies only on positive samples (description of weaknesses in CWE), eliminating the need for negative samples, collecting which can be nontrivial.

We evaluated our model on three industrial requirements documents from different domains. We found that a One-Class Support Vector Machine trained with domain-independent CWE data set outperforms a model from prior literature by identifying security requirements with an average precision, recall and F-score of 67.35%, 70.48% and 67.68%, respectively. Further, considering data sets from prior literature (consisting of both positive and negative examples), we found that one-class classifiers trained with only positive examples outperformed binary classifiers trained with both positive and negative examples in two out of three evaluation data sets, demonstrating the potential value of one-class classification for security requirements identification.

Index Terms—security requirements; classification; common weakness enumeration; domain-independent; one-class svm

I. INTRODUCTION

Understanding security requirements is a key step toward engineering a secure system. Accordingly, there has been a substantial amount work on security requirements engineering [1], with a strong focus on eliciting and analyzing security requirements [2]. For example, methods such as secure i* [3] and misuse cases [4] provide systematic steps to elicit, represent, and reason about security requirements.

Software systems may sometimes be built without any systematic consideration of security, because, for example, security was initially not considered as critical to the system or security experts were not available during requirements engineering. Security requirements of such systems are likely to be incomplete, obscure and distributed across several textual documents. When such systems reconsider security (when a security vulnerability surfaces, for example), it is crucial to assess the extent to which the current requirements specify security. Manually inspecting requirements-related documents to identify security requirements can be tedious and error prone. Thus, there is a need for automated approaches to identify security requirements to aid secure software engineering.

Knauss et al. [5] show that security requirements can be automatically identified using a machine-learned classifier and that such a classifier performs best when trained with a domain-specific data set. Consider two industrial requirements documents from different domains: the Global Platform Specification (GPS) [6] and the Customer Premises Network (CPN) specification [7], for example; the results presented by Knauss et al. show that a Naïve Bayes classifier trained with and tested on GPS yields an F-score as high as 96%, but, when trained with CPN and tested on GPS, the F-score is as low as 23%.

Domain-specific training data sets are not readily available for most domains. Further, curating such a training data set, wherein an expert must classify requirements as security and non-security for a given domain, is time consuming. Thus, relying on domain-specific datasets limits the practical utility of automated security requirements identification.

In this work, we attempt to address a key question: Can we train a domain-independent classifier that can effectively identify security requirements across domains?

The first challenge in realizing a domain-independent security requirements classifier is to find a domain-independent training data set. However, we found no such data sets in the problem (requirements) domain. We then expanded our search beyond the problem domain to also include solution domains (e.g., descriptions of architectural tactics, weaknesses and vulnerabilities), which led us to the Common Weakness Enumeration (CWE) [8] as a potential training data set. The CWE is a formal list of software weakness types intended to serve as the common language for describing software security weaknesses in architecture, design, or code. Intuitively, software weaknesses could be considered as describing repercussions of unrealized security requirements. We conjecture that the language used to describe security requirements and that used to describe weaknesses overlap and thus it may be possible to train a domain-independent security requirements classifier using the description of weaknesses. For instance, the requirement “When applicable a Security Domain shall Verify the load file data block signature when requested by the OPEN.” from the GPS [6] data set overlaps with the description of CWE-347 [9] “The software does not verify, or incorrectly verifies, the cryptographic signature for data.” We explore this conjecture in the following research question:

RQ1 How effective is the CWE data set for training a domain-independent security requirements classifier?
The second challenge in realizing a domain-independent security requirements classifier is to find a specific classifier to train. Most classifiers, in their simplest forms, perform binary classification, which requires both positive (security requirements) and negative (non-security requirements) samples for training. However, the CWE data set provides only positive samples. Curating negative samples is nontrivial—there can be a variety of requirements not related to security. Also, training a binary classifier with only a few arbitrary negative samples may overfit the classifier to the training data, which does not not generalize for new, out-of-training, samples.

Due to the lack of a representative set of negative samples, we consider an alternative type of machine learning approach known as one-class classification [10], traditionally used for novelty and outlier detection. In the absence of negative samples, a one-class classifier learns the boundary of positive samples and treats samples outside the learned boundary as negative. In RQ2, we apply one-class classification to replicate the empirical analysis of Knauss et al. [5] to assess if the effectiveness of classification is an artifact of the training data set or the machine learning approach used.

**RQ2** How effective is one-class classification for identifying security requirements?

*Contributions:* We propose (1) a domain-independent model trained using descriptions of weaknesses from the CWE data sets, offering a general solution to the security requirements identification problem; and (2) a one-class classification model as opposed to a binary classification model for identifying security requirements, thereby, eliminating the need to collect negative training samples. We believe that our contributions are novel and open new avenues to approach a variety of problems in security requirements engineering, in particular, and software engineering, in general.

### II. METHODOLOGY

The following subsections describe the three key steps we follow to answer our research questions.

**Step 1** Data sets collection

**Step 2** Model building

**Step 3** Performance evaluation

#### Step 1: Data Sets Collection

In the first step, we identified data sets to use in training and evaluating a model to classify security requirements. We manually identified and collected the training data sets, whereas, the evaluation data sets were publicly available [5]. We describe the approach followed to collect the training data sets and provide an overview of the evaluation data sets.

1) **Training Data Sets:** The training data sets collected in our work are an important contributions since there are no existing data sets containing domain-independent specification of security requirements, to the best of our knowledge.

We started the data sets collection with an intuition that descriptions of the repercussions of unrealized security requirements may be valuable for identifying security requirements.

Two sources of information on such repercussions are: (1) the description of the vulnerabilities contained in the National Vulnerability Database (NVD) and (2) the summary and extended description of weaknesses in the Common Weakness Enumeration (CWE) database. We have chosen the latter, referred to as the CWE data set, in our study as the description of vulnerabilities tend to be at a lower level of abstraction.

The CWE data set collected in our work, in its simplest form, contains only the summary of the weaknesses. However, a variant of the CWE data set, called the Extended CWE (ExCWE) data set contains the summary of the weakness appended with the corresponding extended description. We chose to use two different variants of the CWE data set because the extended description is, as the name suggests, more verbose than the summary and may contain additional information that could be relevant.

The CWE data set is at a relatively higher level of abstraction as the description of weaknesses tends to be fairly generic in terms of the language used to describe the weakness and its applicability. For example, the vulnerability CVE-2015-6765 [11] is associated with the weakness CWE-416 which has the summary “Referencing memory after it has been freed can cause a program to crash, use unexpected values, or execute code.” [12]. The extended description of CWE-416, on the other hand, is fairly detailed but still at a higher level of abstraction because it does not contain any code snippets.

We started the data collection by downloading the XML formatted data files (Version 2.10) from the CWE website [13]. We parsed the XML files to obtain the summary and extended description of all weaknesses, resulting in CWE and ExCWE data sets, each with descriptions of 720 weaknesses.

2) **Evaluation Data Sets:** We evaluate our domain-independent security requirements classifier via three expert-labeled data sets used in prior work [5]: Customer Premises Network (CPN) specification [7], Electronic Purse Specification (ePurse) [14] and Global Platform Specification (GPS) [6]. These data sets contain requirements specification in natural language classified by experts as security or non-security. Shown in Table I is the number of security and non-security requirements in the three evaluation data sets.

<table>
<thead>
<tr>
<th>Table I: Distribution of Security and Non-Security Requirements in the Evaluation Data Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Set</strong></td>
</tr>
<tr>
<td>Security</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>CPN</td>
</tr>
<tr>
<td>ePurse</td>
</tr>
<tr>
<td>GPS</td>
</tr>
</tbody>
</table>

#### Step 2: Model Building

In this step, we train one-class classification models with the CWE and ExCWE datasets, which contain descriptions of weaknesses in natural language. The first step toward training
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RQ1: How effective is the CWE data set for training a domain-independent security requirements classifier?

In this research question, we explore the effectiveness of using domain-independent data sets to identify security requirements. We use the one-class classification algorithm introduced earlier to build models by learning from the domain-independent data sets. We evaluate the performance of our models for each of the three evaluation data sets.

Figure 2 compares the performance metrics for One-Class SVM models trained with varying number of features from CWE and ExCWE data sets and tested on each of the three evaluation data sets. Shown in Table II are the performance metrics from the most effective One-Class SVM model in each of the three evaluation data sets. From Table II, we observe that the One-Class SVM models yield a mean $F_1$ score of 67.68%.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Features</th>
<th>$P$</th>
<th>$R$</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPN CWE</td>
<td>356</td>
<td>73.39%</td>
<td>79.52%</td>
<td>74.16%</td>
</tr>
<tr>
<td>ePurse ExCWE</td>
<td>11</td>
<td>60.76%</td>
<td>64.51%</td>
<td>61.26%</td>
</tr>
<tr>
<td>GPS ExCWE</td>
<td>11</td>
<td>67.90%</td>
<td>67.41%</td>
<td>67.62%</td>
</tr>
</tbody>
</table>

Shown in Table III are the performance metrics of the most effective models from Knauss et al. [5] in each of the three evaluation data sets. These models are based on Naïve Bayes classifiers trained with one or two of the three evaluation data sets and tested on one of the remaining data sets.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Evaluation</th>
<th>Training</th>
<th>$P$</th>
<th>$R$</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPN GPS</td>
<td>65.00%</td>
<td>29.00%</td>
<td>40.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ePurse GPS</td>
<td>48.00%</td>
<td>72.00%</td>
<td>58.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPS ePurse</td>
<td>85.00%</td>
<td>43.00%</td>
<td>57.00%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comparing the metrics in Tables II and III, we observe that our one-class models outperform models from prior literature.

One-Class SVM models trained using CWE data sets are effective at identifying security requirements. They yield a mean precision, recall and F-score of 67.35%, 70.48% and 67.68%, respectively, and outperform Naïve Bayes classifiers from prior work [5].
RQ2: How effective is one-class classification for identifying security requirements?

In the previous research question, we found that one-class classification models trained with the CWE and ExCWE data sets are more effective in identifying security requirements than Naïve Bayes classifiers from prior literature. However, the performance of our models can be attributed to the training data sets or the one-class classification algorithm used to learn from the training data sets.

In this research question, we replicate a subset of the experiments from Knauss et al. [5] using the one-class classification approach to learn from security requirements in the training data sets. To enable a direct comparison, we replicated the experiments for the training and evaluation data set pairs from Table III. The performance metrics collected from the replication are presented in Table IV.

Comparing Tables III and IV, we observe that the performance of the One-Class SVM model is better than that of the Naïve Bayes classifier from prior literature in two evaluation data sets, but worse for one evaluation data set. However, we note that the model trained with the domain-independent CWE data sets is still more effective than the one trained with the security requirements from the evaluation data sets.

The One-Class SVM model is more effective at identifying security requirements than a Naïve Bayes classifier from prior work [5] in two of our three evaluation data sets.

IV. LIMITATIONS

We identify four limitations of our work, and directions for future research, where appropriate.

First, we considered two potential sources of data (Section II) that may be similar to descriptions of security requirements. However, we chose to use only one source—the description of weaknesses from the CWE—in the empirical analysis as the CWE data was at a higher level of abstraction than the other data set—the description of vulnerabilities from the NVD. As an exploratory exercise, we trained a One-Class SVM model using the NVD data set but the size of the NVD data set (84,161 rows) posed a challenge in collecting the model performance metrics across a wide range of features.
in the model. A future direction is to explore the suitability of NVD data set for security requirements identification.

Second, we studied only a single one-class classification algorithm, the One-Class SVM. We performed a preliminary exploration of the Isolation Forest [19], an alternative one-class classification approach. However, we found its performance to be worse compared to the One-Class SVM model for the subset of tests we performed. Isolation Forest and also other one-class classification approaches [20] remain vastly unexplored for security requirements identification (and for solving other problems in software engineering, in general).

Third, our domain-independent data sets and the One-Class SVM model go hand-in-hand. Indeed, the choice of using a one-class classification model was motivated by the fact that the CWE data sets provided us instances belonging to a single class (security requirements) only. As a result, we could not objectively evaluate the contributions of the data sets and the one-class classification algorithm to the performance gains that our models yield. However, we reiterate that our second research question is essentially controlling for the effect of the training data sets collected in our work while assessing the effectiveness of the classification algorithm alone.

Finally, although the One-Class SVM model we proposed outperforms the Naive Bayes classifier from prior literature, the mean F-score (67.68%) of the One-Class SVM model leaves a lot to be desired. We believe that the utility of our models is in its ability to act as a preliminary sieve to identify security requirements. The subset of requirements identified by the model may then be manually assessed, considerably lowering the effort required had the model not been available.

V. RELATED WORK

Understanding software requirements is a nontrivial task as requirements tend to be scattered across a variety of structured and unstructured sources. This also applies to, and the scattering is probably worse, for security requirements. Researchers have been attempting to aid designers and developers in understanding requirements by consolidating requirements from multiple sources [21] and identifying and visualizing quality concerns from requirements [22]. Since requirements are typically specified using natural language, researchers have attempted to classify requirements using natural language processing techniques [23], [24], [5].

At a high-level, requirements may be classified into functional and non-functional. Among the non-functional requirements, requirements related to security are regarded as critical as these requirements tend to be cross-cutting. Therefore, identifying security requirements is of prime importance. However, recruiting security experts to accomplish this goal may not be feasible. Fortunately, researchers [25], [5] have proposed classifiers to automatically identify security-related requirements from requirements specification.

A key challenge in building a classifier to identify different types of requirements is that the language used to specify requirements tends to vary across domains. The performance of the classifiers evaluated by Knauss et al. [5] shows that a classifier trained to identify security-related requirements in a particular data set performs poorly when applied to identify security-related requirements in another data set.

In contrast to existing works, we attempt to build a domain-independent model for identifying security requirements using a one-class classification model trained on data collected from a repository of common security weaknesses.

VI. CONCLUSION

Automatically identifying security requirements, and thus, knowing what is missing, is key to engineering a secure system. To this end, we explored the possibility of building a domain-independent model capable of identifying security requirements. We composed training data sets from descriptions of security weaknesses from the Common Weakness Enumeration (CWE) website. We then trained a One-Class SVM model with the training data set and assessed its effectiveness on three evaluation data sets from prior literature.

We found that the One-Class SVM’s mean precision, recall and F-score in identifying security requirements are 67.35%, 70.48% and 67.68%, respectively, and that it outperformed a domain-dependent Naive Bayes classifier from prior literature. In a follow-up, we replicated the empirical analysis from a prior work using the One-Class SVM to understand if the improved security requirement identification performance was due to the CWE training data sets or the machine learning approach used. We found that the One-Class SVM trained with the CWE data sets were more effective than that trained using security requirements from the evaluation data sets. Thus, both One-Class SVM and the domain-independent CWE data sets add value in automatically identifying security requirements.
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