
An Adversarial Hate Speech Data Set

• An adversarial data set of 1,000 challenging 
examples from chess1

A Real-world Ban

• On 28th June 2020, while streaming a 

chess podcast of Grandmaster Hikaru

Nakamura, Agadmator, a highly popular 

YouTuber, received a temporary streaming 

ban

• His channel got reinstated in 24 hours

• YouTube did not provide any explanation

What Could Have Happened?

• We don’t exactly know the inner workings of 

big-tech speech filtering systems

• We investigate this ban with previously 

published

• Methods: [Davidson et al.; ICWSM 2017], 

[Devlin et al.; NAACL 2019]

• Data: [Davidson et al.; ICWSM 2017], [de 

Gilbert et al.; AWL2 2018]

Research Question and Methodology

• Research question: Is it possible that 

current hate speech classifiers may trip over 

benign chess discussions, misclassifying 

them as hate speech?

• Method:  Existing hate speech classifiers 

trained on previously published data sets 

are run on a new data set of YouTube chess 

discussions

• 5 prominent chess YouTubers

• More than 8K videos

• More than 600K comments on these videos
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Our Results

• Yes, existing hate speech classifiers do 

misclassify chess discussions as hate 

speech

• More than 80% comments flagged as hate

speech are benign chess discussions 

Classifier performance on chess discussions

Conclusion

• A compelling case-study of domain-

sensitivity of hate speech classifiers inspired 

from a real-world ban

• A novel, annotated adversarial hate speech

data set 

• Broader questions on 

• domain-sensitivity of content classifiers

• color polysemy

• potential risks of reliance on AI without

human-in-the-loop
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1. Available at cs.cmu.edu/~akhudabu/Chess.html 

Insights

• Presence of words like “black,” “white,” 

“attack,” and “threat” triggers the classifiers.

• Classifier trained on a data set from a white

supremacist forum makes fewer mistakes
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Black : slave :: white :?

• Word analogy tests are a powerful 

technique to uncover social bias

• black : slave :: white : slavemaster

• black : slave :: white : slave

• Over the 64 black and white squares, the 

two colors attain a rare equality the rest of 

the world is yet to see 

.

7

[Manzini et al.; NAACL 2019]
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